


























































































The trouble is that although microloans do have some bene-
fits, recent evidence suggests that on average they increase nei-
ther income nor household and food expenditures—key indica-
tors of financial well-being.

That a program could be celebrated for more than 20 years 
and lavished with money and still fail to help people out of pov-
erty underscores the paucity of evidence in antipoverty pro-
grams. Individual Americans, for instance, spend $335 billion a 
year on charity, yet most people give on impulse or a friend’s 
recommendation—not because they have evidence that their 
giving will do any good. Philanthropies also often give money to 
projects without really knowing if they are successful. 

Fortunately, we are living in the age of big data: decisions 
that used to be made on instinct can now be based on solid evi-
dence. In recent years social scientists have begun to marshal 
the tools of big data to ask the hard questions about what works 
and what doesn’t. The goal is to turn philanthropy into a sci-
ence, where money gets directed to programs for which there is 
strong evidence of their e ectiveness. 

I learned about microloans in 1992, on what was supposed 
to be a short detour from a career in hedge funds. As a 22-year-
old intern in El Salvador for one of the largest microlenders, I 
was struck by how little the organization knew about their ef-
fect on clients—usually women—and the local economy. 

They knew that many customers were coming back for 
more loans and saw “client retention” as proof of their success. 
Why else would customers keep borrowing if it was not help-
ing? But the microlenders did not have any serious evidence 
that the loans were helping women get their families out of 
poverty. When I asked about evidence on impacts, I was direct-
ed to a perfunctory questionnaire. I wondered: maybe repeat 
borrowing is not good if the client’s business does not continue 
to grow. Perhaps true success would be to provide one loan to 
help someone in need and then down the road to discover the 
borrower to be stable enough not to need another. 

Here was a huge nongovernmental organization pulling in 
large grants to help the poor, with no real measurement of 
whether their e orts were working. For-profit businesses have 
benchmarks to know how they are performing, but most do-
nors are not accustomed to asking charities about their results. 
Sometimes they ask what proportion of money goes to over-
head, but that number is mostly meaningless. The question 
that needs to be asked—and that needs to be asked every time 
someone writes a check to a charity or a government commits 
to a multimillion-dollar aid project—is, Will this actually work 
to alleviate poverty? In other words, how will people’s lives 
change, compared with how their lives would have changed 
without the program? 

This question knocked me o  my Wall Street track and into 

graduate school for economics. One of my professors, Michael 
Kremer, had just started conducting randomized controlled tri-
als to learn what programs work to help kids stay in school and 
improve the education they receive. He was borrowing this 
method from health and other sciences—randomly assigning 
schools to either receive a particular resource (the treatment 
group) or remain as they would have been otherwise (the con-
trol group) and then comparing school performance across 
these two groups.

His approach gave me an idea about how to return to the 
microlending questions that had brought me to academia in 
the first place. When I presented my questions and described a 
simple experiment that could address them, I thought that I 
was proposing a side project, not a dissertation. I had just fin-
ished reading complicated papers for two years, papers that 
often tackled empirical questions with fancy econometrics, and 
I assumed a dissertation must do the same. But I still remem-
ber Kremer’s response: ask an important question and do not 
worry about whether your method is complicated and demon-
strates “smarts.” Just worry about answering the question well. 

So o  I went in my fourth year of graduate school to South 
Africa to set up my first experiment on the question of whether 
microlending is e ective. I trained a team that would seek indi-
viduals who wanted a loan from a microlender. Of the ones who 
qualified, I randomly assigned them into treatment and control 
groups and provided the lender with the list of those assigned 
to treatment. The lender would approach them and o er them 
loans. It seemed fairly straightforward.

Instead the research project failed miserably. Each time I 
passed names to the lender, it would take months for them to 
find the potential client, and sometimes they never would. And 
then the lender poached my best team member, killing my best 
shot at gathering more people for the project. 

It turns out to be diµcult for academics at universities to 
carry out studies far away with the level of detail that good sci-
entific trials require. You need reliable sta  on the ground who 
understand the science but who also have the social skills to 
work with partners and manage field operations. 

By 2002, as I was starting out as a professor, I founded a 
nonprofit called Innovations for Poverty Action (IPA) to help 
fill these knowledge gaps in finance, health, education, food, 
and peace and postconflict recovery. IPA connects my curious 
number-crunching academic colleagues at the Massachusetts 

I N  B R I E F

Philanthropies  often give away their 
money to projects without really 
knowing if they are successful. 
Microloans, for instance, are not ef-

fective at increasing income on average 
for the poorest people on the planet. 
Social scientists  have begun to mar-
shal the tools of big data to find out 

what works and what doesn’t. The 
goal is to turn philanthropy into a  
science, where money gets directed  
to programs for which there is strong 

evidence of their social e�ectiveness.
Evidence-based programs  are no 
panacea for poverty, but they are an 
important step forward. 

DEAN KARLAN  is a professor  
of economics at Yale University and  
president and founder of Innovations  
for 0oèerty �ct�ond a nonprofit  
research group.
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magnetic fields to alter their course as they cross space. Luckily, 
however, theory suggests that cosmic rays also interact at their 
birthplaces with photons to produce neutrinos. 

Neutrinos, unlike cosmic rays, do point back to where they 
started. Because they shun other matter, almost nothing can di-
vert them from their path. Therefore, although cosmic rays 
themselves cannot lead us to where they began, the highly ener-
getic neutrinos they presumably produce can do so for them. 

Of course, astronomers have some ideas about how cosmic 
rays are born, but we need data to help us confirm or discard 
those possibilities. One probable source of cosmic rays is the 
death throes of massive stars. At the end of a large star’s life, 
when its nuclear core can no longer support its mass, it will col-
lapse into a dense object called a neutron star or into an even 
denser black hole, from which nothing escapes. In addition to 
creating a bright blast of light—a supernova—the collapse con-
verts large amounts of gravitational energy into thrust for the 
acceleration of particles, presumably through shock waves. Su-
pernova remnants were proposed as a likely source of cosmic 
rays as early as 1934 by astronomers Walter Baade and Fritz 
Zwicky; after 80 years, the hypothesis is still debated. About 
three supernova explosions in the Milky Way every century, 
converting a reasonable fraction of a star’s mass into fuel for 
particle acceleration, could account for the steady flow of cos-
mic rays seen in the galaxy. 

Extragalactic cosmic rays, which originate from beyond our 
home galaxy, are generally even higher in energy than the cos-
mic rays coming from nearby, and they require a more energet-
ic source to create them. One contender is gamma-ray bursts. 
Even brighter than regular supernovae, gamma-ray bursts are 
somewhat mysterious but probably occur during a special class 
of star collapse that involves very high mass stars under ex-
treme conditions. 

Another theoretical source of extragalactic cosmic rays is 
active galactic nuclei—a class of galaxies suspected to have a 
supermassive black hole at their center that is absorbing large 
quantities of matter. As matter falls into such a black hole, 
some particles could be deflected outward and accelerated to 
high speeds to become cosmic rays.

TO CATCH A NEUTRINO
TO DETECT NEUTRINOS  produced by the cosmic rays coming from 
such processes, IceCube has to be extraordinarily huge. The ex-
periment uses a full cubic kilometer of 100,000-year-old Ant-
arctic ice 1.5 kilometers below the surface of the South Pole for 
the job. Ice is a perfect natural neutrino detector because when 
a neutrino does occasionally interact with atoms in the ice, the 
material lights up by releasing a shower of charged particles 
that radiates blue light. This so-called Cherenkov radiation 
travels hundreds of meters through the pure, ultratransparent 
ice. IceCube is equipped with 5,160 optical sensors spaced 
throughout its volume to spot this light. 

The sensors chart, in exquisite detail, the light pool pro-
duced by the nuclear debris created when a single neutrino 
hits. This pattern reveals the neutrino’s type (or “flavor”), ener-
gy and arrival direction. The energies of Ernie and Bert and the 
others that we have seen so far are about a peta–electron volt 
(PeV), or 1015 eV; Ernie and Bert were 1.07 PeV and 1.24 PeV, re-
spectively. For comparison, the particle beams at the Large 

Hadron Collider at CERN near Geneva, the world’s most pow-
erful particle accelerator, are in the tera–electron volt (TeV), or 
1012 eV, range, about three orders of magnitude less. These en-
ergies made them the most energetic neutrinos ever found, by a 
wide margin. The light pool of roughly 100,000 photons creat-
ed by Ernie and Bert extended over more than 500 meters, or 
about six city blocks. 

Most important, the PeV energies of these two neutrinos tell 
us that they must be part of some cosmic signal—their energies 
are just too large to have been produced nearby. Local neutri-
nos are a dime a dozen. Every six minutes, IceCube detects a 
neutrino that is produced in the interactions of cosmic rays 
with hydrogen and oxygen nuclei in Earth’s atmosphere. But 
these neutrinos, because they are made in our own backyard, 
are useless for telling us anything about the nature of cosmic 
rays or other astrophysical phenomena. We therefore have to 
screen out these distractions to detect cosmic neutrinos. From 
past experience, we know the light patterns produced by gar-
den-variety neutrinos, so we ignore those.

Therefore, we can be quite sure the PeV-energy neutrinos 
that IceCube is seeing come from the distant cosmos. They very 
well could have reached us from the same sources as cosmic 
rays. But there are also other possible, more exotic explana-
tions for these particles. One suggestion is that they may be 

BURIED  about 1.5 kilometers underneath the Antarctic ice 
cap, the IceCube detector consists of 86 strands of sensors 
strung through a cubic kilometer of ice. Each strand was 
installed by being lowered into a hole made by a hot-water drill. 
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GENE
A genetic mutation in prehistoric apes may underlie  

today’s pandemic of obesity and diabetes

By Richard J. Johnson and Peter Andrews

IN 1962 A HUMAN GENETICIST NAMED JAMES NEEL PROPOSED A HYPOTHESIS TO SOLVE A VEXING EVOLUTIONARY 
puzzle. What is now called type 2 diabetes—which he thought was caused by a single variant of 
some unidentified gene—can cause debilitating symptoms, including blindness, heart disease 
and kidney failure. It can also a�ect people in their reproductive years. In ancient humans, 
when no treatments were available, those features could have kept a�icted individuals from 
finding a mate, having children and passing the disease-causing gene down to future genera-
tions. In other words, natural selection should have eliminated the gene and, thus, the disease. 

Yet the disorder was common and growing more so. How 
could people with such a debilitating gene have survived, Neel 
wondered, and why was diabetes, which is defined by the pres-
ence of abnormally high levels of the sugar glucose in the blood, 
becoming more prevalent?

Neel spent much of his time studying indigenous populations 
such as the Yanomami in the Amazon, who presumably had the 

same diabetes-related gene variant in their gene pool as other 
modern humans yet were almost never diabetic or fat. (Obesity 
increases risk for type 2 diabetes.) The contrast between native 
people and those in developed societies gave him an idea. In the 
distant past, he argued, there were most likely times when food 
was in short supply, causing hunger or even widespread famine. 
People with a gene variant that made their body particularly 

THE
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thrifty gene hypothesis in its new form. Our hypothesis centers 
on a gene that in many animals gives rise to an enzyme called uri-
case. In all modern great apes (gorillas, orangutans, chimpanzees 
and bonobos) and all modern humans, however, the gene is 
mutated, blocking uricase production. In addition, both groups 
possess the same mutant form of the gene, which is a sign that 
humans inherited the gene from a common ancestor we share 
with the great apes. By analyzing changes that occurred in the 
uricase gene over evolutionary time employing a method known 
as the molecular clock, Naoyuki Takahata of the Graduate Uni-
versity for Advanced Studies in Hayama, Japan, and his col-
leagues and, independently, Eric Gaucher of the Georgia Institute 
of Technology determined that the common ancestor of great 
apes and humans lived between 17 million and 13 million years 
ago—the same tumultuous time period when European apes 
were struggling to survive seasonal famines. 

A different mutation separately silenced the uricase gene in 
the ancestors of lesser apes (gibbons), which probably lived in 
Europe at about the same time. Together these finds suggested to 
us that disabling uricase helped ancient European apes to survive 
famine. The question was, How exactly did it help?

�GOOD TIMES, BAD TIMES
A clue to how the uricase mutation �might prevent starvation in 
times of famine ultimately came from a separate line of research 
into the roots of high blood pressure and heart disease. In most 
animals, uricase breaks down a substance called uric acid, which 
is a waste product produced when some foods are metabolized—
that is, converted to fuel and raw materials needed by cells. The 
ancient mutation in the apes would have crippled the enzyme 
and thus would have caused uric acid to build up in the blood. 

At first blush, this buildup would seem harmful rather than 
helpful because excess uric acid can precipitate as crystals in the 
joints to cause gout or in the kidneys to produce stones. Under 
normal conditions, however, humans and apes can excrete uric 
acid in urine quickly enough that the mutation would have ele-
vated uric acid levels only moderately. Indeed, modern African 
apes do in fact have slightly higher uric acid levels than other ani-
mals, as do indigenous humans who have retained their ancient 
way of life, such as the Yanomami. 

In societies with Western diets and sedentary habits, however, 
average uric acid levels are soaring. Physicians also know that 
obese people and patients with heart disease have higher uric 
acid levels in their blood than lean, fit people, just as they often 
have elevated cholesterol and triglycerides. 

The authors of the influential Framingham Heart Study had 
monitored patients for decades and used statistics to identify 
which of these substances truly caused heart disease. In 1999 they 
reported that elevated uric acid did not by itself cause the disease. 
Instead, they argued, high blood pressure elevated the risk of 
heart disease, and it also happened to raise uric acid levels.

This conclusion, however, bothered the other of us (Johnson) 
because the authors had violated a basic tenet in biological sci-
ence: they had drawn their conclusion without testing their hy
pothesis on laboratory animals. Marilda Mazzali, a doctor work-
ing with Johnson, proceeded to do such a study. Johnson’s team 
had reported a few years before that subtle kidney injuries in rats 
could cause high blood pressure. Mazzali checked whether rais-
ing uric acid levels with a drug that blocked uricase would elevate 

blood pressure or harm kidney function. In earlier experiments 
we had found that raising uric acid did not cause any obvious kid-
ney damage, so we predicted that the rise was unlikely to affect 
either blood pressure or the kidneys. But Mazzali shocked us all 
when she reported that the rats developed high blood pressure. 

Johnson and his colleagues then conducted a series of studies 
showing that elevated uric acid levels in rats cause high blood 
pressure via two mechanisms. At first uric acid acts quickly, caus-
ing a series of biochemical reactions collectively called oxidative 
stress that constrict blood vessels, which forces the heart to pump 
harder to circulate blood and elevates blood pressure. Lowering 
uric acid reverses this effect. An ongoing excess of uric acid, how-
ever, causes lasting low-grade injury and inflammation in the 
kidneys, which make them less able to excrete salt. This, in turn, 
causes high blood pressure that can be reversed with a low-salt 
diet but not by lowering uric acid.

To see if humans respond the same way to elevated uric acid, 
Johnson and Dan Feig, a pediatric nephrologist then at the Bay-
lor College of Medicine, measured uric acid in obese adolescents 
with newly diagnosed hypertension, finding to their amazement 
that it was elevated in 90 percent of them. Then, in a clinical trial, 
they treated 30 of these patients with a uric acid–lowering drug 
called allopurinol. The drug restored blood pressure to normal in 
85 percent of the patients whose uric acid levels went down sig-
nificantly. Other pilot studies have replicated the results, which 
Johnson and Feig reported in 2008 in the �Journal of the Ameri-
can Medical Association. �We will need a large clinical trial, how-
ever, before we can trust that lowering uric acid with a drug can 
ease newly diagnosed high blood pressure.

�THE ENDLESS FEAST
Because high blood pressure �tends to follow from obesity and 
inactivity, Johnson wondered if uric acid was triggering not only 
high blood pressure but obesity itself. In thinking through this 
problem, Johnson took the long view. He considered how our 
evolutionary predecessors, from rodents to apes, adjusted their 
metabolism as they careened from feast to famine.

During prolonged food shortages in nature, the rule of thumb 
is survival of the fattest. Mammals increase their fat reserves to 
increase their odds of surviving hibernation, birds fatten up to 
survive a long migration and the Emperor penguin puts on 
pounds to nest during a tough winter. And when these animals 
sense hard times approaching, they are driven to forage, gorge 
and fatten themselves. 

Birds and mammals also switch naturally at these times into a 
prediabetic state. Normally when the body digests carbohydrates, 
it produces glucose, which accumulates in the bloodstream. The 
pancreas responds by releasing insulin, which signals the liver 
and muscles to convert glucose into a starchlike energy-storage 
molecule called glycogen. When food is scarce, though, animals 
must persist in their foraging to survive, and their brain requires 
a steady supply of glucose to do so. For this reason, hungry ani-
mals from squirrels to warblers undergo a metabolic change that 
makes the body’s cells start ignoring insulin’s prompts. This 
“insulin resistance” keeps scarce glucose in their blood to supply 
their brain. 

Johnson and others realized that there must be a kind of 
switch that alerted the animal’s body to both get fat and become 
prediabetic, and he took to calling it “the fat switch.” Because 
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A RC H A EOA ST RO N O MY 

ST ARS 
Mysterious tables of astronomical information have been found  
in 4,000-year-old co�ns. What in the world was their purpose?

By Sarah Symons and Elizabeth Tasker 

The Egyptian town of Mallawi  is not on the 
main tourist beat, given its location 260 miles and a seven-hour 
train ride north of the temple complexes at Luxor. But one of us 
(Symons) traveled there in May 2013 with Robert Cockcroft, a 
postdoctoral researcher in her laboratory, hoping to see one of 
the oldest astronomical records in the world. The record, which 
had been described only vaguely, was indeed there, but to their 
astonishment, it was not the only one.

“I can see writing!” Cock croft exclaimed. At that moment, he 
was crouched beside a display case that enclosed a co�n in the 
central room of the Mallawi Monuments Museum, craning his 
neck to peer at the underside of the propped-up wood lid. Sy-
mons flicked the beam of her flashlight to illuminate a thin bat-
ten—a cross piece—that held the flat panels of wood together. 
The batten’s surface was painted with graceful hieroglyphics rep-
resenting star names, and Symons and Cockcroft immediately 

realized that the cross piece was part of yet another ancient as-
tronomical record. Until that moment, no one had recognized 
the batten’s significance; it had been attached to this particular 
co�n by mistake. 

Archaeologists first began discovering these intriguing cof-
fin records in the 1890s while exploring tombs in the nearby 
burial complex at Asyût. After opening up certain rectangular
caskets that held the mummified remains of local nobility, the 
explorers found very specific designs on the inside lids instead 
of the plain wood or the extracts from religious texts seen in 
most ancient Egyptian co�ns. These special drawings depict 
an organized table of star names, recording the movements of 
selected stars, such as Sirius, throughout the year.

As a historian of science, Symons has spent the past 20 years 
cataloguing and analyzing these astronomical tables. Depend-
ing on how one counts certain fragments, only 27 have come to 

I N  B R I E F

Ancient Egyptians  paid close attention to the move-
ment of certain stars in the nighttime sky. 
Records of their observations  have been found in as-

tronomical tables inside several �,000-year-old co�ns. 
Long thought to serve  as a kind of clock for the proper 
timing of religious rituals at night, these star tables 

may, recent research suggests, actually have acted 
more as a map for directing the dead to new realms of 
existence in the afterlife among the stars.
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the triangle decans differently from the others—with letters, 
rather than numbers. But the drawings on the coffins them-
selves give no indication that the Egyptians considered the tri-
angle decans to be of more or less importance than the other 
36 decans. Other astronomical depictions on temple and tomb 
ceilings (of a design that is probably contemporary with the 
coffin tables), however, made the distinction, which has led to 
debates among Egyptologists about which came first—the idea 
of 36 “perfect” decans processing regularly across the sky from 
east to west or the actual observations of various real stars in 
their more complex annual journeys.

In any event, the presence of the triangle confirms that the ta-
bles are the result of real astronomical observations. The extra 
level of complication introduced by the additional decans argues 
against the tables being simply an idealized model of the cosmos. 

COMPLICATIONS
Despite the elegance �of Neugebauer and Parker’s explanation of 
what the charts showed, their scheme left a number of big ques-
tions. One problem, recognized in the 1960s by Neugebauer and 
Parker themselves, was raised by the realization that the star ta-
bles they knew about were not all alike. 

To the untrained eye, the format of all tables looks identical, 
with a layout of ordered columns populated by many of the 
same decan names. A closer comparison, however, reveals that 
they fall into two major groups in which the decans are shifted 
by several columns. Neugebauer and Parker suggested that the 
variance stemmed from the absence of a leap-year system in the 
civil calendar. If ancient table makers, ignoring the extra quar-
ter day a year, made two tables 40 years apart, 40 quarter days 
of slippage would mean the later table had star positions shifted 
by exactly one 10-day week, or a movement of one cell per decan. 
Neugebauer and Parker assumed that if more star tables or re-
lated documents were uncovered, examples of layouts in be-
tween the then known groups would appear. 

But work by Symons raises doubt about this thesis. She has 
studied directly or examined photographs of all the known star 
tables, including ones discovered after the 1960s. Every one 
falls into one of the two groups now accepted by Egyptologists, 
with none showing an alternative pattern of decans. Moreover, 
the separation between matching pairs of decans varies; a leap-
year progression would move all decans together and preserve 
their spacing. 

Neugebauer and Parker also could not be certain that the 
charts actually tracked the rising of stars on the horizon, as 
their scheme suggested. Symons’s analyses have revealed some 
alternative possibilities that seem equally feasible. Her clues 
come from inconsistencies between the two table types that go 
beyond decans shifting their columns. The order of appearance 
of some decans, for instance, differs as well, and she has some 
tools at her disposal that Neugebauer and Parker did not.

Symons has access to powerful planetarium software that 
can roll back the millennia to display the night sky above an-
cient Egypt. When we look at the night sky today, Earth’s axis of 
rotation points approximately at the star Polaris. But the axis ac-
tually wobbles very slowly in a circle about every 25,800 years. 
Therefore, although the overall behavior of the sky has not 
changed (the sun still rises in the east and sets in the west) and 
the relative positions of the stars to one another has not changed, 

the wobble means that everything in the sky is in a different place 
as compared with where it was 4,000 years ago. 

Having an accurate, moving view of the ancient sky can help 
offer explanations that are otherwise hard to visualize. Research-
ers can describe the old positions of the stars mathematically, 
but the equations are long and complex. A computer model per-
forms the calculation automatically, at the click of a button. 

As the planetarium software helps to make clear, the incon-
sistencies between the two groups of tables can most easily be 
explained if the stars were observed using two different meth-
ods. The computer simulation shows that all stars that rise at 
the same time along the eastern horizon—as viewed from any-
where in Egypt—will set at different times on the western hori-
zon because of Earth’s tilt relative to the celestial sphere. This 
feature of stellar movement would serve to distort or even jum-
ble the order of decans somewhat if a table tracked the setting 
of decans; the movement seen in the two different types of star 
tables is consistent with one set representing the rising and the 
other the setting of stars. 

Planetarium software can also be used to check other possi-
bilities and eliminate ones that do not work. An alternative ex-
planation for the differences between the two groups of tables 
could be that the stars were being observed from two different 
locations within Egypt. Comparing planetarium simulations at 
different latitudes with the real tables strongly suggests that 
this was not what happened. Observations would have to have 
been made at the far northern coast of Egypt and deep into the 
extreme south for the latitude of these observations to make 
enough of a difference to match the surviving tables. 

Simulation has its limits, however. The rising-and-setting 
scenario works, but so do variants, such as imagining that the 
“horizon” used was not the natural horizon but the edge of a 
wall or a point above a particular tree. The models, for all their 
computing power, can only mesh with the available data and 
are therefore best suited at present to excluding possibilities 
rather than attempting to “prove” what actually happened.

The same limitations apply when trying to use planetarium 
software to identify which stars in our own sky the ancient decan 
names represent. So far computer simulations have confirmed 
that one of the decans was the star Sirius (transliterated from the 
hieroglyphs as �spdt� and pronounced and written as Sopdet), the 
brightest star in the sky then as now and an important celestial 
object in Egyptian astronomy. A few people have come up with 
plausible identifications of other stars that were monitored, but 
the level of confidence varies from decan to decan. 

Most researchers think that the decan �Khau �denotes the Ple-
iades, a supposition that is supported by the software as well. 
�Tjemes en Khentet �is probably a red star because �tjemes �means 
“red”; that phrase and the location of the decan in relation to 
Sirius/Sopdet, the computer program shows, are therefore con-
sistent with Antares. Beyond those fairly obvious deductions, 
however, any historian of ancient Egypt could argue for this star 
or that and not agree with the opinions of others, because each 
researcher would have different ideas about what the Egyptians 
would have used as their criteria for selecting a star to be a 
decan. Where precisely in the sky should we look to see the ris-
ing of a star? Due east? Within five degrees of east? Within 
10 degrees? Would a star that was bright and familiar but not in 
exactly the right position have been chosen over one that was 
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